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The model‘s conformity:
average conf(𝑐) over all concepts 𝑐
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TLDR; HELP performs on-par in terms of
accuracy but yields cleaner & more

detailed concept explanations

• Most real-world graphs contain
natural hierarchies (e.g. functional
groups in molecules/cliques in social 
networks/…)

• Existing interpretable GNNs focus on 
the last layer and do not give insights
how concepts compose between layers

QUANTITATIVE RESULTS
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REAL-WORLD EXAMPLES
OF DISCOVERED CONCEPTS

METHOD →
1. Apply GNN layers
2. Perform Clustering
3. Merge connected components of

nodes in the same cluster
4. Repeat
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DISCOVERING HIERARCHIES

RESULTS

CONCEPTS
... in this context are components in a 
graph, where mainly the presence of the 
component is relevant for the final 
prediction, rather than each individual 
node (e.g. functional groups for molecular 
property prediction)

MORE FEATURES
• More than 1-WL expressive
• First non-spectral method that can learn 

to pool arbitrary connected components

mailto:jj570@cl.cam.ac.uk

	Folie 1

